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In this research paper we consider formative assessment (FA) and discuss ways in which it has been implemented in four different university courses. We illustrate the different aspects of FA by deconstructing it and then demonstrating effectiveness in improving both teaching and student achievement. It appears that specifically “what is done” was less important since there were positive achievement gains in each study. While positive gains were realized with use of technology, gains were also realized with implementation of nontechnology dependent techniques. Further, gains were independent of class size or subject matter.

The issues of assessment and accountability have gone beyond the classroom and entered the political arena. With this development they have become less nuanced as broad generalizations and policies are sought. What sometimes gets lost in many of these discussions is the fact that the educational sector is incredibly varied by grade, by subject, and by instructional format. Yet, at every level of instruction within this sector, the focus continues to be on improving instructor practices and raising student achievement. In this research paper we are going to consider an aspect of assessment that has been garnering increasing interest, specifically formative assessment, and consider different ways in which it has been implemented. All of the studies are in higher education and were subjected to statistical analyses. The goal is to illustrate the different types of formative assessment by deconstructing the concept and then demonstrating effectiveness in improving both teaching and student achievement.

Assessment

Assessments should define in measurable terms what instructors should teach and students should learn. Thus assessment, whatever form it takes, defines the playing field of academic interaction where the processes of teaching and of learning should be mutually reinforcing. However, in an era where accountability has become a driving force, certainly in the K-12 educational reform movement, the definition of how and what an instructor should teach and how and what a student should learn is becoming significantly narrower.

As usually understood, assessment is used by most instructors to determine what learning has occurred, and it serves as the basis for the assignment of grades. Such assessment is summative as it is the end point of the teaching-learning sequence. Assessment is formative when the evidence is used as an on-going process within the class to adapt the teaching to meet student needs as well as providing feedback to the students (Black & Wiliam, 1998). Specifically, according to Heritage, Kim, and Vendlinski (2007), formative assessment is a systematic process to continuously gather evidence about learning. The data are used to identify a student’s current level of learning and adapt lessons to help the student reach the desired learning goal. In formative assessment, students become active participants with their instructors, sharing learning goals and understanding how their learning is progressing, what steps they need to take and how to take them. However, it is very difficult for instructors not to focus on summative assessment measures since the prevailing pressures for improved learning drive them inevitably in this direction. Some have indicated that the time has come when formative assessment, occurring within the learning process, needs greater prominence (Black & Wiliam 1998; Layng, Strikeleather, & Twyman 2004). In reality, both formative and summative assessment need to be incorporated into a total learning process.

Formative assessment informs both instructors and their students as to the degree to which the students have mastered the material. Feedback to the students serves two functions: to identify problem areas and to provide reinforcement of successful learning and achievement. Feedback to the instructor serves to identify the degree to which instruction was successful and to identify needed changes in instruction. It can be used to distinguish between individual and group problems that can then be used to suggest solutions: revision of instruction, specific group work, or individual remediation. The model, as shown in Figure 1, is a dynamic one recurring throughout the course. It is composed of the following stages.

1. The instructor constructs a lesson module and related assessments based on the perception of the students’ readiness and prior knowledge (Stage 1).
2. The instructor presents the lesson module (Stage 2)
3. The instructor administers an assessment (Stage 3).
4. The instructor considers assessment results. The student considers the assessment results (Stage 4).
5. Dialogue between the instructor and the student begins (Stage 5). Depending on dialogue with the instructor, the student adjusts learning style or proceeds with current style.
6. Depending on the dialogue, the instructor adjusts teaching or proceeds to the next learning module (Stage 6).

Although not stated, this model underpins much of the research that has been conducted thus far and makes explicit the connections between the role of the instructor and the role of the student. For the instructor, formative assessment generally implies frequent assessments that vary by: a) how formal the assessment is (exam, quiz, or class discussion), b) its length, c) depth of knowledge expected, and d) format, altered instruction based on assessments, instruction on the interpretation and use of the assessment results, and perhaps altered classroom interaction to increase student learning and engagement. For the student formative assessment means considering adjustments in studying and perhaps in classroom behavior in light of assessments (see Figure 1).

Wiliam and Black (2003) argue that formative assessment is the only way for which a strong prima facie case can be made for improving learning. While students across the achievement spectrum should benefit from the incorporation of formative assessment techniques, it has been argued that the effects should be more notable for the lower achieving students, and research has supported this position (Athanases & Achenstein 2003). Possible gains for higher achieving students could be limited by the fact that they most probably have already incorporated many of the student related formative assessment practices.

Wiliam and Black noted that they were able “to identify 20 studies that showed that innovations which included strengthening the practice of formative assessment produce significant and often substantial learning gains” (2003, p. 41). However, the research base on formative assessment and the efforts to demonstrate its effectiveness in improving teaching and learning have focused very heavily on K-12 classrooms and the professional development of in-service instructors, have generally focused on the role of the student and the student reactions, and have been based on small samples (Boston 2002; Ruston 2005; Taras 2002; Brookhart, Moss, & Long 2010). Aspects of FA that been researched have focused on students at all grade levels from early childhood (MacDonald, 2007) to university students (Costa, Mullan, Kothe, & Butow 2010; Carrillo-de-la-Pena et al. 2009). Furtak, et al. (2008) present an impressive model of FA, yet it is focused entirely on the student.

The use of personal and online computer based feedback and student self-regulation systems has been researched (Pachler, Daly, Moore, & Mellor 2010; Wang 2006; Heinze & Heinze 2009; Ibae & Jauregizar 2010; Miller 2009) with varying degrees of success found. Chen-Ming, and Ming-Chen (2009) present a very sophisticated and complex on-line system with embedded data mining, but it is only for student use. Other researchers have focused on the way use of formative assessment affected student behaviors irrespective of the delivery system used. While Carrillo-de-la-Pena et al. (2009) argued that there is a dearth of empirical studies of FA’s impact on achievement, they did find a positive effect on student achievement in their research. Lipnevich and Smith (2009) found that while feedback to students had a positive effect on learning, it did not matter whether the feedback was computer generated or from the instructor. Chin and Teou (2009) found use of concept cartoons effective with middle school aged students. Furtak and Ruiz-Primo (2008) found FA could be effectively used to improve students’ writing and discussion skills. Marcotte and Hintze (2009) found that a use of self-regulated learning environment had a moderate effect on students.

On the instructor side, research has been done on the ways in which FA has affected teaching. Shavelson et al. (2008) discussed the role of instructors in the development of materials that would then be provided to students for their self monitoring. Puddy et al. (2008) showed the way in which continuous monitoring and adjusting positively affected participants in a mental health program. Frey and Fisher (2009) document how teachers in one school collaborated over a four year period to embed formative assessment techniques in the curriculum, resulting in significant achievement gains. However, Luttenegger (2009) found that instructors were not skilled in implementing FA, and Heritage, Kim, Vendlinski, and Herman (2009) provided empirical evidence that instructors were better at drawing reasonable inferences about student levels of understanding from assessment information than they were at deciding the next instructional steps.

Further, mentors have been found effective in helping in-service and pre-service instructors implement formative assessment practices during their practicum courses (Ash & Levitt 2003; Athanases & Achenstein 2003). Ruiz-Primo and Furtak (2007) broadened the discussion of assessment to informal interactions, although more attention has been paid to formal, planned assessment contexts.
Formative assessment techniques are increasingly being conducted online (Gipps 2005). The online environment presents opportunities for formative assessment to be conducted more efficiently by decreasing student feedback time (Beatty et al. 2008) and facilitating peer-feedback and collaboration. It has been shown to positively affect achievement (Cassady, Budenz-Anders, Pavlechko, & Mock 2001; Chung, Shel, & Kaiser 2006; Henly 2003; Peat & Franklin 2002; Smith 2007; Wang, Wang, Wang, & Huang 2006), attitudes, and student/instructor interaction (Chung, Shel & Kaiser 2006). Tierney and Charland (2007) also identify a strengthening of student voices as critical to improving formative assessment. Online tools provide increased opportunity for students to initiate formative assessment by allowing them to interact with instructors virtually (Nichol & Macfarlane-Dick 2006).

Although student use of online formative assessment tools is limited, virtual office visits and chat room attendance have been positively related to increases in student achievement (Lavooy & Newlin 2008). It follows, then, that students who initiate formative assessment processes in addition to completing those created by instructors in their coursework may further increase the knowledge gained during a course. To date, empirical research has yet to determine whether student initiated formative assessment has a different effect on summative learning outcomes than teacher initiated formative assessment activities.

Another FA technique that is generating interest is the use of clickers. Mayer et al. (2009) situate the use of clickers in a theoretical context involving deep or generative learning. Specifically, they indicate that clickers facilitate students’ use of self-questioning and foster what they term the “self-explanation effect.” They hold that research on the self-explanation effect has shown that students perform better on a final test when they are encouraged to explain aloud to themselves as they read a textbook rather than simply read the text without self-explanation. While this statement refers to reading a textbook, the same logic has been applied to the type of behavior required in a clicker-augmented lecture. On the other hand, Hatch, Jensen, and Moore (2005) believe that the effectiveness of clickers resides in the fact that they require the students to pay attention to what is happening in class. As proof of their belief they report that the students who seem to most benefit from clickers are those who have mild to moderate degrees of attention deficits.

In sum, not enough attention has been paid to the fact that formative assessment can be operationalized in different ways. To advance the discussion, we are going to consider four different types of formative assessment, all at the university level. The courses involved varied from chemistry to mathematics to physics to an educational assessment course with enrollments ranging from 19 to over 250 students. Taken together, these studies demonstrate the applicability of formative assessment to all or part of a university course.

**Study 1: Formative Assessment Can Be Effective in the Large Lecture Setting**

General Chemistry is the first course in chemistry and is a requirement for most science and health profession majors at a large urban university. The enrollments are large and the courses are composed of large lecture sections, smaller discussion sections, and laboratory sections. Exams tend to require factual recall and problem solving. It is a difficult course for many as it is their first exposure to what is expected of science classes at the university level. As a result it is also a course that traditionally has a high withdrawal rate and a high failure rate. The focus of the study was to capture the effect on student achievement of the incorporation of formative assessment techniques.

In the fall of 2005, a study was conducted to determine if formative assessment techniques could be successfully incorporated into this large lecture university science course. Two lecture sections were taught by the same instructor under two different conditions. Each of the sections had over 200 students enrolled. The students were not assigned to the sections, and demographic characteristics and mean ability levels as measured by the students’ entrance SAT mathematics and verbal test scores were similar. Both sections were morning classes which met for three 50-minute periods a week. Pre/post achievement and attitudinal data were collected at the beginning and at the end of the semester in each section. Additionally course evaluation data were collected as well.

While the content and exams of the two sections remained the same, the sections did differ in the way they were taught. One section was traditionally taught (the non FA section) and the other had elements of formative assessment techniques embedded in it (the FA section). The students in the formative assessment courses were given weekly, small, content-based quizzes. The quizzes were graded, and any problem areas identified were discussed in the class immediately following the “quiz day.” Appropriate instructional modifications were made. However, once the quizzes had been discussed in the “formative assessment” course, all of the quizzes and answers were made available to all of the students in both sections on the course related web pages.

Statistical analyses of the data indicated that students in the FA section experienced a greater gain in achievement than did those in the non-FA section as...
demonstrated in a regression analysis where the student’s post-test score was the dependent variable and included the following independent variables: student’s mathematics and verbal SAT scores as controls for prior knowledge, the number of hours the student reported doing homework and attending class, the student’s age, a dummy for the student’s desire for getting good grades, the student’s score on the 7 point “like’s science” scale, and a dummy for whether the student was in the FA section or not (see Table 1 for complete results). A regression captures the size of the effect and enables controlling for possible factors that could affect the results, in this case ability and attitude toward science. In this analysis, all other things equal, being in the section in which FA techniques were used added 51.2 points to a student’s total point count for the semester. This gain represented a more than 6.4% increase as a function of the way the course was taught. In addition, graded on the same scale, 50% of the students in the FA section received an A or a B. In the non FA section, 39% received an A or a B. Also, 6% more students failed the non FA section. Further, FA section students gave higher rating to the course than non-FA-section students.

Gibbs and Lucas (1996) held that instructional methods need to vary by class format. This study supports that position in that it demonstrates the fact that formative assessment techniques can be successfully incorporated into the large lecture format with positive results.

<table>
<thead>
<tr>
<th>Regression Coefficient</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>In FA section</td>
<td>.017</td>
</tr>
<tr>
<td>Mathematics SAT</td>
<td>.094</td>
</tr>
<tr>
<td>Verbal SAT</td>
<td>.019</td>
</tr>
<tr>
<td>Number hours/week</td>
<td>.026</td>
</tr>
<tr>
<td>spent on homework</td>
<td>.079</td>
</tr>
<tr>
<td>Age</td>
<td>.099</td>
</tr>
<tr>
<td>Want good grades</td>
<td>.250</td>
</tr>
<tr>
<td>dummy</td>
<td></td>
</tr>
<tr>
<td>Like science scale (0-7)</td>
<td>.000</td>
</tr>
<tr>
<td>Constant</td>
<td>.000</td>
</tr>
</tbody>
</table>

**Study 2: Formative Assessment in Differential Equations Courses**

Sadler (1998), in an article about formative assessment, argued that grades may be counter productive to formative assessment in that they are focused on what has been accomplished and not what needs to be done. Taras (2002) argues that grades often have the unfortunate effect of distracting students from what they should be focused on and that is learning. Further, according to Taras, “I reiterate that marks have a place even in formative assessment, but not in isolation and not before feedback and judgements have been interiorized” (p. 507). This study focuses on whether the students taking the quizzes also assume some control over their own learning, which will be measured by their performance on regular tests and the final exam.

In this study increased feedback to students was tried under different conditions in four sections of a differential equations course during two semesters at an urban university, two in the Spring 2007 and two in the Fall 2007 semesters. The university where the research was done is very large, thus reducing within semester and between semester contamination threats. The sections were generally of the same size (N=30 students) and did not differ in gender and race/ethnicity distributions, nor in their ability as measured by their entrance SAT scores.

The same materials and the same number of tests (4) were administered in each class. What differed was the weight of the quizzes. The course instructor, an experienced mathematician, opted to implement a number of quizzes in each course, but put only grades on some and detailed analyses on others, a strategy that had been found effective with younger students. There were three formative assessment sections, and one control section. Lastly, in addition to content-based pre- and post-tests, pre- and post-survey attitudinal and behavior data were collected as well. The number of students was reduced from 117 to 79 because of the need to have data from all of the different sources (pre-test results, post-test results, pre-survey results, and post-survey results). The students for whom data were complete were not different from those for whom the data were incomplete.

In these analyses, the dependent variable is the post-test content score. To control for confounding factors such as variability in the initial knowledge base, a regression analysis was performed (see Table 2 for details). The R Square indicated that 24 percent of the variation in the dependent variable was explained by the independent variables taken together. The F statistic was significant at the .000 level. The variable most strongly related to the dependent variable was the student’s pre-test content score as evidenced by the Beta value of .41. However, controlling for differences in ability, being in one of the formative assessment sections added 10.30 points to the final score as shown by the regression coefficient, which is equivalent to a whole grade difference, that is, a “B,” instead of a “C.”

To assess how implementation of FA affected the students, an analysis of residuals was conducted. Here, the actual test score was subtracted from the predicted test score. A negative result meant that the student
performed higher than expected, and a positive result meant that the student performed lower than predicted. In all, 58.2 percent of the students performed higher than expected. The difference score ranged from a student whose predicted score was 51.62 points higher than the actual score earned to a student whose predicted score was 31.81 points lower than what was actually earned. The first student performed below expectations, while the latter student performed above expectations.

Next the data were divided into three groups: those who achieved well above what was expected (80th percentile and above), those who achieved well below what was expected (20th percentile and below), and those in the middle percentiles. A student classified in the 80th percentile or higher on this difference score need not have achieved at the highest level, but certainly did achieve significantly higher than predicted. Also, it is possible for a student to have achieved a good grade, yet be in the 20th percentile or lower on the difference score. What would be true of such a student is that s/he achieved significantly less than predicted. The difference score is a value added model designed to capture the effects of what happened in the classes. While not statistically significant, a greater percentage of those achieving well above expectations were in the formative assessment sections than was the case for those students in the control or non-formative assessment section.

At the beginning of the semester the students were asked to estimate the number of hours per week that they spent in eight areas. These items were included in the post survey as well. At the beginning of the semester, on average, 30.65 hours were spent per week on academic activities, going to class (18.32), doing homework (14.33), and talking to friends (12.26). At the end of the semester, the number of hours talking to friends declined and the number of hours doing homework increased. When the students are divided according to whether they performed well above what was predicted (80th percentile and higher), as expected (21st to 79th percentiles), or well below what was predicted (20th percentile and lower), interesting patterns emerge. It is apparent that those students who performed below prediction had time allocation problems from the start as they spent almost twice as much time at a paying job as those students who performed well above what was predicted (see Table 3 for details). This was at the expense of going to class, doing homework, and doing household chores. At the end of the semester, these students had reduced the number of hours working and increased the hours doing homework. It is apparent that getting a good start is crucial.

### Table 2

<table>
<thead>
<tr>
<th>Regression Coefficients</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student in FA section dummy</td>
<td>10.30</td>
</tr>
<tr>
<td>Number of hours spent per week on going to class and doing homework</td>
<td>0.30</td>
</tr>
<tr>
<td>End of course academic self confidence dummy</td>
<td>5.09</td>
</tr>
<tr>
<td>Course pre-test results</td>
<td>0.17</td>
</tr>
<tr>
<td>Constant</td>
<td>40.55</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>At the beginning of the semester</th>
<th>At the end of the semester</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>Students performing well above expectations</td>
</tr>
<tr>
<td>Watch TV</td>
<td>6.49</td>
</tr>
<tr>
<td>Play computer games</td>
<td>3.11</td>
</tr>
<tr>
<td>Do household chores</td>
<td>5.88</td>
</tr>
<tr>
<td>Play sports</td>
<td>4.00</td>
</tr>
<tr>
<td>Work at a paying job</td>
<td>14.82</td>
</tr>
<tr>
<td>Go to class</td>
<td>18.32</td>
</tr>
<tr>
<td>Do homework</td>
<td>14.33</td>
</tr>
</tbody>
</table>
Integrating formative assessment techniques – in this case quizzes – into a university course during the semester did have a significant effect on student performance. In this case, students allocated their time differently. Those students who performed significantly above expectations devoted time early in the semester to their course work, while those who performed significantly below expectations did not. At the end of the semester, students in this latter group re-allocated their time and more than likely were playing “catch up.”

**Study 3: Class Context: Assessing the Effects of Interactions**

The use of formative assessment can be very time consuming both for the students and the faculty. In this study, the goal was to measure the effect size of participating in a class that was structured to facilitate the interaction component of formative assessment. The research question for this study was: To what extent is student achievement a function of differences in instructor/student interactions. The goal was to go beyond determining if there was a relationship between achievement and aspects of formative assessment and to quantify the difference if statistical significance were attained.

Among the formative assessment vehicles included in these analyses are online quizzes, instructor office visits, and email conversations with the instructor. Additional data that were collected include pre/post attitudinal and behavior surveys, pre/post subject knowledge tests, quiz taking history, and email and office logs of university students taking tests and measurement courses over two semesters. Data were collected from upper division students enrolled in two sections of an Educational Assessment – Tests and Measurement course taught by the same instructor. The database is composed of student demographic and achievement items (gender, race/ethnicity, GPAs, SAT scores, course grades by components (tests, online quizzes, pre/post-test results, etc.), and attitudes and behaviors (electronic contacts and office contacts decomposed into FA-related and non-FA-related) and pre/post survey responses.

The students were told that they were participating in an NSF funded study and generally what its focus was, but specifics of the project were not discussed. The students were not paid stipends, but randomly selected students were given gift certificates to the university bookstore for their participation. The sections were generally of the same size (N=30 students) and did not differ in gender and race/ethnicity distributions, nor on their ability as measured by their entrance SAT scores. The same materials and the same number of tests were administered in each class. What differed was the fact that online quizzes were incorporated into two of the sections and not in the other two.

Students in two sections completed an online quiz for each of 19 chapters prior to the scheduled session covering that chapter. Quizzes were available through a companion website (Luftig 2009) to the course text (Miller, Linn & Gronlund 2009) and were composed of 20-41 objective items per chapter. Students completed quizzes on their own and emailed the results to the instructor. Results sent to the instructor included percent correct and a log of answers to each item. To measure forms of student initiated formative assessment, the instructor kept a log of all student emails and office visits. Student- initiated contacts were coded as administrative or content-oriented. Contacts about schedule, syllabus, attendance, and grades were considered administrative issues. Requests for clarification on a procedure or concept and requests for assistance with assignments are two examples of content-oriented, student-initiated contacts.

In an analysis of the two sections for which online quizzes were available, the quiz average was not related to knowledge gain, but the number of quizzes taken was related. Additionally, in a regression analysis of those 46 students enrolled in the FA section, the percentage of contacts that were formative assessment was negatively related, and the percentage of electronic contacts was positively related (see Table 4 for further results). Thus, the findings indicate that complex relationships exist and that the attitudinal items need to be incorporated into the model being estimated.

<table>
<thead>
<tr>
<th>Table 4 Study 3: Regression Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>B</strong></td>
</tr>
<tr>
<td>Pre-test (out of 100)</td>
</tr>
<tr>
<td>Number of quizzes completed out of 19</td>
</tr>
<tr>
<td>Total number of office visits</td>
</tr>
<tr>
<td>Total number of non FA online contacts</td>
</tr>
<tr>
<td>Total number of online FA contacts</td>
</tr>
<tr>
<td>Constant</td>
</tr>
</tbody>
</table>

It is apparent that integrating formative assessment techniques, in this case online quizzes, during the semester into a university course did have a significant effect on student performance. A number of issues still need to be addressed. Is this the only effect that the integration of formative assessment can have? Are some students affected more than others? Do some students need to be affected more than others? In a related study Stull, Schiller, Jansen Varnum, and Ducette (2008) showed that embedding in class formative assessment opportunities in mathematics courses prompted some students to study earlier in the
semester than others. Will this be the same with online formative assessment opportunities?

**Study 4: The Use of Clickers in an Introductory Physics Class – Fostering Student Interaction as a Method of Formative Assessment**

Use of personal response systems (primarily known as “clickers”) has become a widely recognized means of increasing student interaction in large lecture classes. These clickers allow the students to respond to various forms of instructor provided questions, usually in a multiple-choice format, and provide instantaneous feedback to the students and the instructor concerning the extent to which the students in the class have mastered the material. In effect, the use of clickers is a means by which instructors and students in large lecture classes can obtain the same kind of interaction that is available in small classes where instructor/student interaction is more feasible. As Duncan (2005) says, “... students press a button on a hand-held remote control device corresponding to their answer to a multiple choice question that is being projected on a screen, see the correct answer along with the class distribution of answers, and hear a description of the thinking that leads to the correct answer” (3).

Most of the research on clickers has focused on the perceptions of how useful and enjoyable students found these devices (Draper & Brown 2004; Duncan, 2005; Latessa & Moul 2005; Campbell, Knight, & Zhang 2009). In general, this research has reported that students find clickers helpful in their attainment of course content. As some writers have commented, however, there is a clear possibility that the effectiveness of clickers may be due to some extent to the Hawthorne effect. Outside of these student opinion studies, however, there has been very little research investigating whether clickers have an impact on student achievement and attitudes. In addition, there has been no direct investigation of whether clickers are more or less effective for specific subgroups of students. The present study will fill some of these gaps in the literature by providing data from an introductory physics class in which clickers were used as one form of formative assessment.

This study was conducted at a large, public, urban university in the northeastern section of the country. The class in question was introductory physics, a course that meets the university’s requirement for a core science class as part of the general education requirements. The course is offered in both the fall and spring semesters, with approximately 150 students in each section. As part of a National Science Foundation Grant, the instructor agreed to offer the fall section of the course using the typical course format (large lecture with minimal class participation) and the spring semester using clickers. In both classes the course content was as identical as possible under normal classroom conditions. Specifically, the same textbook was used in both classes, the course outline was identical, and all quizzes and assignments were identical. The only difference between the two classes was that the instructor used clickers as an integral part of his presentation in the spring course. For the most part, this involved the students responding to questions, usually in multiple-choice format, that covered the material already presented in the class. These data were then fed back to the instructor and to the students. If 75 percent or more of the class missed an item, the material was either immediately reviewed, or was taught in another format in a later lecture. The questions used for the clicker data were not presented again in any of the quizzes or the final.

In both classes a pre-survey was given to capture student’s attitudes toward, and previous experience with, science. The survey contained two types of questions: those focusing on content (e.g., “I’m sure I can understand the most difficult material presented in science class” and those that would be considered more “constructivist” in nature (e.g., “There is only one correct way to solve science problems” and “Learning science is mostly memorizing facts”). The same questionnaire was administered at the end of the course. In addition, both classes were given an identical set of course examinations consisting of three quizzes and a final exam. The classes were essentially the same in terms of their demographic profiles while their achievement results were not, as shown in Table 5 where the mean performance of the two classes of students, expressed as percentage correct for the three quizzes and the final are presented.

<table>
<thead>
<tr>
<th></th>
<th>Quiz 1</th>
<th>Quiz 2</th>
<th>Quiz</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clicker</td>
<td>48%</td>
<td>64%</td>
<td>76%</td>
<td>85%</td>
</tr>
<tr>
<td>Non</td>
<td>52%</td>
<td>51%</td>
<td>64%</td>
<td>77%</td>
</tr>
</tbody>
</table>

Since use of clickers is becoming more common, it is important that the impact of these devises be systematically studied. The results from this study offer support for clickers, but also indicate some areas of concern. It is significant that students in the clicker class obtained higher scores on the quizzes and final exam as compared to students in the non-clicker class. In an analysis of the attitudinal surveys, it appears that students in the clicker class seemed more confident in their ability to solve difficult problems. To some extent, however, these benefits may have been obtained at the cost of an over-emphasis on discrete and clearly demarcated outcomes. That is, the students in the
The clicker class seemed intent on providing answers to the questions asked, and seemed less open to exploring and investigating physics. This was supported by the finding that students in the clicker class are more concerned with obtaining a good grade in the class. It is also interesting that clicker use seems most pronounced for students who have a moderate initial level of interest in the course. It is possible that students who had a high level of initial interest found that the clickers did not increase their understanding of the material, and they ultimately stopped paying as close attention as they should have. This is evidenced by the fact that the most pronounced difference in quiz performance occurred later in the course.

The data from this study suggest that the use of clickers can facilitate performance in physics, at least to the extent that this is measured by performance on objective quizzes and exams. It is also encouraging that the clickers seemed to enhance the students’ sense of competency and mastery in dealing with the content. It is discouraging, however, that this enhancement seemed to be achieved by making the students over-emphasize concrete knowledge.

**Conclusion**

A number of points can be made about the use of formative assessment techniques. First, formative assessment clearly has a role to play in improving teaching and learning at the university level. While all of the instructors who participated in these studies were very skeptical of these formative assessment techniques at the outset, each has continued their use beyond the time frame of his or her study. Secondly, it appears that specifically “what is done” is less important since there were positive achievement gains in each study. Third, while some of the formative assessment techniques imply considerable instructor commitment (Study 1 and Study 2), positive student achievement effects were realized with lower levels of commitment (Study 3). Fourth, while positive gains were realized with use of technology, gains were also realized with implementation of nontechnology dependent techniques. Lastly, gains were independent of class size or subject matter.
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